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Multiple Regression and ANOVA

I Analysis of variance (ANOVA): the use of sums of
squares to construct a test statistic for comparing
nested models.

I Nested models: a pair of models such that one
contains all the parameters of the other.

I Examples:
I Full model: Yi = β0 + β1xi + β2x

2
i + εi with the

reduced model: Yi = β0 + β1xi + εi .
I Full model: Yi = β0 + β1x1,i + β2x2,i + εi with the

reduced model: Yi = β0 + εi
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Sums of Squares

I Total sum of squares (SST): the total amount of
variation in the response.

SST =
∑
i

(yi − y)2

I Regression sum of squares (SSR): the amount of
variation in response explained by the model.

SSR =
∑
i

(ŷi − y)2

I Error sum of squares (SSE): the amount of variation
in the response not explained by the model.

SSE =
∑
i

(yi − ŷi )
2
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Properties of Sums of Squares
I They add up:

SST = SSR + SSE

I We can use them to calculate R2:

R2 =
SST − SSE

SST
=

SSR

SST

I We can calculate the mean squared error (MSE):

MSE =
1

n − p
SSE

which satisfies:

E(MSE) = σ2

MSE = s2
LF for simple linear regression and s2

SF for multiple regression.

I The regression mean square (MSR) is:

MSR =
1

p − 1
SSR
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Inference: deciding between nested models

I Suppose I have the full model:

Yi = β0 + β1x1,i + β2x2,i + · · ·+ βp−1xp−1,i + εi

I And an intercept-only reduced model:

Yi = β0 + εi

I I want to do a hypothesis test to decide if the full
model works better than the reduced model.

I Does the full model explain significantly more variation
in the response than the reduced model?

I This is a job for the sums of squares.
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The hypothesis test: intercept-only model vs. full
model

1. I H0 : β1 = β2 = · · · = βp−1 = 0
I Ha : not all of the βi ’s = 0 (i = 1, 2, . . . , p − 1)

2. α is some sensible value (< 0.1).

3. The test statistic is:

K =
SSR/(p − 1)

SSE/(n − p)
=

MSR

MSE
∼ Fp−1, n−p

Assume:
I H0 is true.
I The full model is valid with the εi ’s iid N(0,σ2)

4. Use the F table to experience your moment of truth
using the method of critical values.
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Example: stack loss

1. Consider a chemical plant that makes nitric acid from
ammonia.

2. We want to predict stack loss (y , 10 times the %
ammonia that escapes from the absorption column)
using:

I x1: air flow, the rate of operation of the plant
I x2, inlet temperature of the cooling water
I x3: (% circulating acid - 50% )×10
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Example: stack loss

I Given:
I n = 17
I y : stack loss of nitrogen from the chemical plant.
I x1: air flow, the rate of operation of the plant
I x2, inlet temperature of the cooling water
I x3: (% circulating acid - 50% )×10

I We’ll test the full model:

Yi = β0 + β1x1,i + β2x2,i + β3x3,i + εi

against the reduced model:

Yi = β0 + εi

at α = 0.05.

© Will Landau Iowa State University Apr 23, 2013 10 / 27



Multiple
Regression and

ANOVA (Ch. 9.2)

Will Landau

Multiple
Regression and
ANOVA

Sums of squares

Advanced inference
for multiple regression

The F test statistic
and R2

Example: stack loss

1. I H0 : β1 = β2 = β3 = 0
I Not all of the βi ’s are 0, i = 1, 2, 3.

2. α = 0.05

3. The test statistic is:

K =
SSR/(p − 1)

SSE/(n − p)
=

MSR

MSE
∼ Fp−1, n−p

Assume:
I H0 is true.
I The full model is valid with the εi ’s iid N(0,σ2)

Reject H0 if K > Fp−1, n−p, 1−α = F4−1, 17−4, 1−0.05 =
F3,13,0.95 = 3.41.
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Example: stack loss
4. The moment of truth: in JMP, fit the full model and look at the

ANOVA table:

by reading directly from the table, we can see:

I p − 1 = 3, n − p = 13, n − 1 = 16
I SSR = 795.83,SSE = 20.4,SST = 816.24
I MSR = SSR/(p − 1) = 795.83/3 = 265.28
I MSE = SSE/(n − p) = 20.4/13 = 1.57
I K = MSR/MSE = 265.78/1.57 = 169.04
I Prob>F gives the p-value, P(K > F3,13,0.95) < 0.0001.

5. With K = 169.04 > 3.41, we reject H0 and conclude Ha.

6. There is overwhelming evidence that at least one of air flow, inlet
temperature, and % circulating acid is important in explaining the
variation in stack loss.

© Will Landau Iowa State University Apr 23, 2013 12 / 27



Multiple
Regression and

ANOVA (Ch. 9.2)

Will Landau

Multiple
Regression and
ANOVA

Sums of squares

Advanced inference
for multiple regression

The F test statistic
and R2

What if I want to compare different nested
models?

1. I H0 : βl1 = βl2 = · · · = βlk = 0
I Ha : not all of βl1 , βl2 , · · · , βlk are 0.
I (For example, H0 : β2 = β3 = 0 vs

Ha : either β2 or β3 6= 0 or both. The model is
Yi = β0 + β1xi,1 + β2xi,2 + β3xi,3 + β4xi,4 + εi , and
k = 2)

2. α is some sensible value.

3. The test statistic is:

K =
(SSRf − SSRr )/k

SSEf /(n − p)
∼ Fk, n−p

I SSRr is for the reduced model and SSRf is for the full
model.

I Of course, we assume H0 is true and the full model is
valid with the εi ’s iid N(0, σ2).
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What if I want to compare different nested
models?

4. The moment of truth: construct a combined ANOVA table:

Source SS df MS F
Reg (full) SSRf p − 1
Reg (reduced) SSRr p − k − 1

Reg (full | red) SSRf − SSRr k SSRf −SSRr
k

MSRf |r
MSEf

Error SSEf n − p SSEf
n−p

Total SST n − 1
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Example: stack loss

1. I H0 : β2 = β3 = 0
I Ha : either β2 6= 0 or β3 6= 0

2. α = 0.05

3. The test statistic is:

K =
(SSRf − SSRr )/k

SSEf /(n − p)
=

(SSRf − SSRr )/2

SSEf /(17− 4)

=
(SSRf − SSRr )/2

SSEf /13

I Assume H0 is true and the full model is valid with the
εi ’s iid N(0, σ2).

I Then, K ∼ Fk, n−p = F2,13.
I I will reject H0 if K > F2,13,0.95 = 3.81.
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Example: stack loss

4. The moment of truth: I look at the ANOVA tables in JMP
for both the full model
(Yi = β0 + β1x1,i + β2x2,i + β3x3,i + εi ):

and the reduced model (Yi = β0 + β1x1,i + εi ):
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Example: stack loss

I construct a different ANOVA table for this test:

Source SS df MS F
Reg (full) 795.83 4
Reg (reduced) 775.48 2
Reg (full | red) 20.35 2 10.18 6.48
Error 20.4 13 1.57
Total SST 16

5. With K = 6.48 > 3.81, I reject H0 and conclude Ha.

6. There is enough evidence to conclude that at least one of
inlet temperature and % circulating acid is associated with
stack loss.

© Will Landau Iowa State University Apr 23, 2013 17 / 27



Multiple
Regression and

ANOVA (Ch. 9.2)

Will Landau

Multiple
Regression and
ANOVA

Sums of squares

Advanced inference
for multiple regression

The F test statistic
and R2

Example: stack loss

I Attempt to eliminate inlet temperature (x2) from the
model at α = 0.05. Here is the ANOVA table for the
full model:

and for the reduced model:

© Will Landau Iowa State University Apr 23, 2013 18 / 27



Multiple
Regression and

ANOVA (Ch. 9.2)

Will Landau

Multiple
Regression and
ANOVA

Sums of squares

Advanced inference
for multiple regression

The F test statistic
and R2

Example: stack loss

1. H0 : β2 = 0, Ha : β2 6= 0

2. α = 0.05

3. The test statistic is:

K =
(SSRf − SSRr )/k

SSEf /(n − p)
=

SSRf − SSRr

SSEf /(17− 4)

=
SSRf − SSRr

SSEf /13

I Assume H0 is true and the full model is valid with the
εi ’s iid N(0, σ2).

I Then, K ∼ Fk, n−p = F1,13.
I I will reject H0 if K > F1,13,0.95 = 4.67.
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Example: stack loss

4. The moment of truth: I construct a different ANOVA
table for this test:

Source SS df MS F

Reg (full) 795.83 4
Reg (reduced) 776.84 3
Reg (full | red) 18.99 1 18.99 12.10
Error 20.4 13 1.57

Total SST 16

5. With K = 12.10 > 4.67, we reject H0.

6. There is enough evidence to conclude that stack loss
varies with inlet temperature.
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Example: stack loss

I The F test for eliminating one parameter is analogous
to the t test from before:

I The t statistic for H0 : β2 = 0 vs. H0 : β2 6= 0 is 3.48.

I But 3.482 = 12.1, which is our F statistic from the
ANVOA test!

I Fun fact:

F1, ν = t2
ν
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The F test statistic and R2

I If K is the test statistic from a test of
H0 : β1 = β2 = · · · = βp−1 = 0 vs. Ha : not all of
β1, β2, . . . , βp−1 are 0, then K can be expressed in terms
of the coefficient of determination of the full model:

K =
R2/(p − 1)

(1− R2)/(n − p)

I For the stack loss example, the full model’s R2 = 0.975,
and so:

K =
0.975/(4− 1)

(1− 0.975)/(17− 4)
= 169
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The F test statistic and R2

I For H0 : β1 = β2 = · · · = βp−1 = 0 vs. Ha : not all of
β1, β2, . . . , βp−1,

K =
SSR 1

p−1

SSE 1
n−p

=

SSR
SST

1
p−1

SSE
SST

1
n−p

=

SSR
SST

1
p−1

SST−SSR
SST

1
n−p

=

SSR
SST

1
p−1(

1− SSR
SST

)
1

n−p

=
R2 1

p−1

(1− R2) 1
n−p
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The F test statistic and R2

I If K is the test statistic from a test of
H0 : βl1 = βl2 = · · · = βlk = 0 vs. Ha : not all of
βl1 , βl2 , . . . , βlk are 0, then K can be expressed in terms
of the coefficient of determination of the full model
(R2

f ) and that of the reduced model (R2
r ):

K =
(R2

f − R2
r )/k

(1− R2
f )/(n − p)

I For the stack loss example when we tested
H0 : β2 = β3 = 0, R2

f = 0.975 and R2
r = 0.95.

K =
(0.975− 0.95)/2

(1− 0.975)/(17− 4)
= 6.50

which is close to the test statistic of 6.48 that we
calculated before.
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The F test statistic and R2

I When we tested H0 : β2 = 0, R2
r was 0.9517, so:

K =
(0.975− 0.9517)/1

(1− 0.975)/(17− 4)
= 12.117

which is close to the test statistic of 12.10 that was
calculated directly from the ANOVA table.
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K =
(SSRf − SSRr ) 1

k

SSEf
1

n−p
=

SSRf−SSRr
SST

1
k

SSEf
SST

1
n−p

=

(
SSRf
SST −

SSRr
SST

)
1
k

SST−SSRf
SST

1
n−p

=

(
SSRf
SST −

SSRr
SST

)
1
k(

1− SSRf
SST

)
1

n−p

=

(
R2
f − R2

r

)
1
k

(1− R2
f ) 1

n−p
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