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Multiple Regression

I Multiple Regression: regression on multiple variables:

yi ≈ b0 + b1xi,1 + b2xi,2 + b3xi,3 + · · ·+ bp−1xi,p−1

I The p coefficients b0, b1, . . . , bp−1 are estimated by
minimizing the loss function below using the least
squares principle:

S(b0, b1, . . . , bp−1) =
n∑

i=1

(yi − b0 + b1xi,1 + · · ·+ bp−1xi,p−1)2

I In practice, we make a computer find the coefficients for
us. This class uses JMP 10, a statistical software tool.
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Formalizing the multiple regression model
I Now, we’ll work with a formal multiple regression

model:

Yi = β0 + β1x1,i + β2x2,i + · · ·+ βp−1xp−1,i + εi

I Assume ε1, ε2, . . . , εn ∼ iid N(0, σ2).
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Estimating σ2

I Now, the residuals are of the form:

ei = yi − ŷi

= yi − (b0 + b1x1,i + · · ·+ bp−1xp−1,i )

I We estimate the variance with the surface-fitting
sample variance, also called mean squared error
(MSE):

s2
SF =

1

n − p

∑
e2
i

I The estimated standard deviation is sSF =
√

s2
SF .

I Note: the line fitting sample variance s2
LF is the special

case of s2
SF for p = 2.

© Will Landau Iowa State University Apr 18, 2013 6 / 37



Inference for
Multiple

Regression

Will Landau

Multiple
Regression: a
Review

Estimating σ2

Standardized
Residuals

Inference for
β0, β1, . . . , βp−1

Inference for Mean
Responses

Individual mean
responses

Multiple mean
responses

Example: stack loss

1. Consider a chemical plant that makes nitric acid from
ammonia.

2. We want to predict stack loss (y , 10 times the %
ammonia that escapes from the absorption column)
using:

I x1: air flow, the rate of operation of the plant
I x2, inlet temperature of the cooling water
I x3: (% circulating acid - 50% )×10

© Will Landau Iowa State University Apr 18, 2013 7 / 37



Inference for
Multiple

Regression

Will Landau

Multiple
Regression: a
Review

Estimating σ2

Standardized
Residuals

Inference for
β0, β1, . . . , βp−1

Inference for Mean
Responses

Individual mean
responses

Multiple mean
responses

Example: stack loss

© Will Landau Iowa State University Apr 18, 2013 8 / 37



Inference for
Multiple

Regression

Will Landau

Multiple
Regression: a
Review

Estimating σ2

Standardized
Residuals

Inference for
β0, β1, . . . , βp−1

Inference for Mean
Responses

Individual mean
responses

Multiple mean
responses

Fitted surface:
ŷi = −37.65 + 0.797x1,i + 0.577x2,i − 0.067x3,i
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Example: stack loss

I s2
SF = 1.569 (“Mean Square Error”, blue)

I sSF =
√

1.569 = 1.25, also under “Root Mean Square
Error” (red).
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Standardized residuals

I As with simple linear regression, Var(ei ) is not constant
even though Var(εi ) = σ2.

I There are some constants a1, a2, . . . , an such that:

Var(ei ) = aiσ
2

I Hence, we compute the standardized residuals as:

e∗i =
ei

sSF
√
ai

I In practice, a1, . . . , an are hard to compute. We’ll make
JMP do all the hard work.
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Inference for β0, β1, . . . , βp−1

I Our formal model is:

Yi = β0 + β1x1,i + β2x2,i + · · ·+ βp−1xp−1,i + εi

I Our estimated model is:

ŷi = b0 + b1x1,i + b2x2,i + · · ·+ bp−1xp−1,i

I How close are the estimates to their true values?
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Inference for β0, β1, . . . , βp
I Under our model assumptions:

bl ∼ N(βl , dlσ
2)

for some positive constant dl , l = 0, 1, 2, . . . , p − 1.
I That means:

bl − βl
sSF
√
dl

=
bl − βl
ŜD(bl)

∼ tn−p

I A test statistic for testing H0 : bl = # is:

K =
bl −#

sSF
√
dl

=
bl −#

ŜD(bl)
∼ tn−p

I A 2-sided 1− α confidence interval for βl is:

bl ± tn−p, 1−α/2 · sSF
√
dl

i.e.,

bl ± tn−p, 1−α/2 · ŜD(dl)
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Your turn

I n = 17

I x1: air flow, the rate of operation of the plant

I x2, inlet temperature of the cooling water

I x3: (% circulating acid - 50% )×10

1. Test H0 : β1 = 1 vs. Ha : β1 < 1 using α = 0.1.

2. Test H0 : β3 = 0 vs. Ha : β3 6= 0 by hand (α = 0.05), and compare your t
statistic to the one in the output table.

3. Construct and interpret a 2-sided 99% confidence interval for β3.

4. Construct and interpret a 1-sided lower 90% confidence interval for β2
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Answers: 1

1. H0 : β1 = 1, Ha : β1 < 1

2. α = 0.1

3. I use the test statistic:

K =
b1 − 1

ŜD(b1)

I I assume:
I H0 is true.
I The model Yi = β0 + β1x1,i + β1x2,i + β1x3,i + εi , with
ε1, . . . , ε17 ∼ N(0, σ2) is correct.

I Under the assumptions, K ∼ tn−p = t17−4 = t13.
I I will reject H0 if K < −t13,1−α = t13,0.9 = 1.35.
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Answers: 1

4. The moment of truth:

K =
0.7977− 1

0.06744
= −3.00

5. With K = −3 < −1.35 = −t13,0.9, we reject H0 and
conclude Ha.

6. There is enough evidence to conclude that the true slope on
airflow is less than 1 unit stack loss / unit airflow. With each
unit increase in airflow and all the other covariates held
constant, we expect stack loss to increase by less than one
unit.
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Answers: 2

1. H0 : β3 = 0, Ha : β3 6= 0

2. α = 0.05

3. I use the test statistic:

K =
b3 − 0

ŜD(b3)

I I assume:
I H0 is true.
I The model Yi = β0 + β1x1,i + β1x2,i + β1x3,i + εi , with
ε1, . . . , ε17 ∼ N(0, σ2) is correct.

I Under the assumptions, K ∼ tn−p = t17−4 = t13.
I I will reject H0 if |K | > |t13,1−α/2| = t13,0.975 = 2.16.
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Answers: 2

4. The moment of truth:

K =
−0.06706− 0

0.0616
= −1.089 (agrees with the “t Ratio”)

5. With |K | = 1.089 < 2.16, we fail to reject H0.

6. There is not enough evidence to conclude that the true slope
on circulating acid (shifted and scaled) is nonzero. With each
unit increase acid and all the other covariates held constant,
there is no evidence that the stack loss should change.
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Answers: 3

I For a confidence level of 99%, α = 0.01 and so
tn−p,1−α/2 = t13,0.995 = 3.012.

(b3 − tn−p,1−α/2 · ŜD(b3), b3 + tn−p,1−α/2 · ŜD(b3))

= (−0.06706− 3.012 · 0.0616, −0.06706 + 3.012 · 0.0616)

= (−0.2525, 0.1185)

I We’re 99% confident that, for every unit increase in acid with
all other covariates held constant, stack loss increases by
anywhere from -0.2525 units to 0.1185 units.
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Answers: 4

I For a confidence level of 90%, α = 0.1 and so
tn−p,1−α/2 = t13,0.95 = 1.77.

(b2 − tn−p,1−α/2 · ŜD(b2), b2 + tn−p,1−α/2 · ŜD(b2))

= (0.5573− 1.77 · 0.166, 0.5573 + 1.77 · 0.166)

= (0.26348, 0.8511)

I We’re 90% confident that, for every 1-degree increase in
temperature with all other covariates held constant, stack loss
increases by anywhere from 0.26348 units to 0.8511 units.
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Individual mean responses
I We want to estimate the mean response at the set of covariate values,

(x1, x2, . . . , xp−1)
I Under the model assumptions, the estimated mean response, µ̂y|x, at

x = (x1, x2, . . . , xp−1) is normally distributed with:

E(µ̂y|x) = µy|x = β0 + β1x1 + · · ·+ βp−1xp−1

Var(µ̂y|x) = σ2A2

for some constant A.
I Under the model assumptions:

Z =
µ̂y|x − µy|x

σA
∼ N(0, 1) T =

µ̂y|x − µy|x
sSFA

∼ tn−p

I A test statistic for testing H0 : µy|x = # is:

µ̂y|x −#

sSFA

which has a tn−p distribution under H0.
I A 2-sided, 1− α confidence interval for µy|x in compact form is

µ̂y|x ± tn−p,1−α/2 · sSF · A.

I Note: sSFA = ŜD(µ̂y|x), which you can get directly from JMP output.
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Example: stack loss

I I will use JMP to compute a 2-sided 95% confidence
interval around the mean response at point 3:
x1 = 62, x2 = 23, x3 = 87, y = 18.
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Example: stack loss

I With tn−p,1−α/2 = t13,0.975 = 2.16 the confidence
interval is:

(µ̂y |x − 2.16 · ŜD(µ̂y |x), µ̂y |x + 2.16 · ŜD(µ̂y |x))

= (19.249− 2.16 · 0.419, 19.249 + 2.16 · 0.419)

= (10.199, 28.299)

I We’re 95% confident that when the air flow is 62, the
temperature is 23 degrees, and the adjusted percentage
of circulating acid is 87, the true mean stack loss is
anywhere between 10.199 and 28.299 units.
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Multiple mean responses

I The multiple 1− α confidence interval formula for
µy |x1,...,xp−1

is:

µ̂y |x ±
√

p · Fp, n−p, 1−α · sSF · A

I Since there’s no simple formula for A, we’ll make JMP
do all the work for us.

I First, we’ll need to write ŜD(µ̂y |x) = sSF · A and write
the interval as:

µ̂y |x ±
√
p · Fp, n−p, 1−α · ŜD(µ̂y |x)
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I With p parameters and 95% confidence intervals,
Fp, n−p, 1−α = F4,13,0.95 = 3.18.

I The multiple confidence interval becomes:

µ̂y |x ±
√

4 · 3.18 · ŜD(µ̂y |x)

i.e.,

µ̂y |x ± 3.57 · ŜD(µ̂y |x)

I µ̂y |x and ŜD(µ̂y |x) vary from point to point.
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I The columns, “Lower bd” and “Upper bd”, give the
endpoints for the confidence intervals.
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