More on Inference
for Two-Sample
Data

Will Landau

More on Inference for Two-Sample Data

Will Landau

lowa State University

Apr 9, 2013

© Will Landau lowa State University Apr 9, 2013



More on Inference
for Two-Sample

Outline
Data

Will Landau

Two-Sample
Inference: Large
Samples

Two-Sample Inference: Large Samples

© Will Landau lowa State University Apr 9, 2013 2 /39



More on Inference

TWO_Sa m ple Infe rence for Two-Sample
Data
» Comparing the means of two distinct populations with Will Landau
respect to the same measurement. Two-Sample
> Examples: Isnaf:’e]:;e: Large

» SAT scores of high school A vs. high school B.

» Severity of a disease in women vs. in men.

» Heights of New Zealanders vs. heights of Ethiopians.

» Coefficients of friction after wear of sandpaper A vs.
sandpaper B.

» Notation:
Sample 1 2
Sample size no
True mean Bw1 o 2

Sample mean X1 X»
True variance o7 05

Sample variance s; s5
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More on Inference

n1 > 25 and ny, > 25, variances known for Two-Sample
Data
> We want to test Hp : 1 — 2 = # with some alternative hypothesis Will Land
> If Uf and ag are known, use the test statistic: P andau
K= =X —# Inferenee: Lorge
o? o3 Samples
ny ny

which has a N(0,1) distribution if:

» Hp is true.
» The sample 1 points are iid with mean u; and variance

o2, the sample 2 points are iid with mean 1, and

variance 03, and the two samples are independent.
» The confidence intervals (2-sided, 1-sided upper, and 1-sided lower,
respectively) for p3 — po are:

[ 52 2 [ 52 2

ag ag. g g

- _ 1 2 (o % 1 2
1 2 1 2

2 2

(op

— = 1 2

—00, (X —X2) + Zi—ai/ — + —=

moom
2 2
(o (op
1 2

(Xt —X2) —zi—ay/ —+ —=,

o om

© Will Landau lowa State University Apr 9, 2013



More on Inference

ny > 25 and n, > 25, variances UNknown for Tuo-Sample
Data
Will Landau
> If a% and ag are UNknown, use the test statistic:
Two-Sample
Inference: Large
K (Xl — Y2) —# Samples
52 52
1.4

2 2 2 2
s s s s
— = 1 2 — = 1 2
Ga—X2)—z1_api = +=, A—X)tz1_apy =+ =
n n2
2 2
s s
— = 1 2
—o00, (X —X2)+ z1—at\/ — + =
n n
o s s
(X1 —X2) — z1—at| — + =, ©
ni n
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Example: packing weights o Towo-Sample.
Data
Will Landau

» A company research effort involved finding a workable

Two-Sample

geometry for molded pieces of a solid. Inference: Large

Samples

» One comparison made was between the weight (in
grams) of molded pieces of a particular geometry that
could be poured into a standard container, and the
weight of irregularly shaped pieces (obtained through
crushing), that could be poured into the same container.

» n; = 24 crushed pieces and ny = 24 molded pieces were
made and weighed.

> (i is the true mean packing weight of the crushed
pieces, and pp is the true mean packing weight of the
molded pieces.

» | want to formally test the claim that the crushed
weights are greater than the molded weights.
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Example: packing weights

Molded

79
4.5,36,12

9.8,89,79,7.1,6.1,5.7,5.1
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More on Inference
for Two-Sample
Data

Will Landau
Crushed

Two-Sample
Inference: Large
Samples

1.8

5.8,96
1.3,20,24,33,34,3.7
6.6,98
0.2,09,33,3.8,49
55,65,7.1,7.3,9.1,9.8
0.0,10




More on Inference

Example paCklng Welghts for Two-Sample
Data
1. Hp: u1 — p2 =0, Hy:pg — o > 0. Will Landau
2. a= 005 Two-Sample

Inference: Large
Samples

3. The test statistic is:
(Yl — 72) -0
2 2
51 5
Vot
> np and ny are each < 25, but each sample is normally
distributed enough to flex the “n > 25" rule and allow
n = np = 24.
» Hence, it is enough to assume:
> The crushed weights are iid with mean p; and variance
2
7.
» The molded weights are iid with mean p> and variance
2
agj.
> The crushed weights are independent of the molded
weights.
» Under these assumptions, K ~ N(0, 1) under the null
hypothesis.

K =
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More on Inference

Example paCklng Welghts for Two-Sample
Data
Will Landau
4. The moment of truth: TSk
Inference: Large
X1 —x2)—0 179.55 —132.97 — 0 Samples
ko) =0 _ = 18.3
342 (8.34)2 | (9.31)2
m m 24 24
p-value=P(Z > K)=1—-®(K) =1— $(18.3)
=4x10"7

5. With a p-value of 4 x 1077 < «, we reject Hp in favor
of H,.

6. There is overwhelming evidence that more crushed solid
material by weight can be poured into the container
than molded solid material.

© Will Landau lowa State University Apr 9, 2013



More on Inference

Example: packing weights B ol
Data
. . Will Landau
» The analogous lower 95% confidence interval for
_ 19" Two-Sample
Nl ,UQ IS: In\;verenc'e: Large
Samples
2 2
s s
— < 1 2
(X1—X2)—Zl_a — + =, 0
n n

- (834)2  (9.31)°
_<(179.55 132.97) Zo.95\/ o + T
— (46.58 — 1.64 - 2.55, 00)

= (42.40, o0)

» We're 95% confident that the true mean packing weight
of crushed solids is at least 42.40 g greater than that of

the molded solids.
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More on Inference

YOur turn anChor bOltS for Two-Sample
Data
» An experiment carried out to study various characteristics of anchor Will Landau
bolts resulted in 78 observations on shear strength (kip) of 3/8-in.
diameter bolts and 88 observations on strength of 1/2-in. diameter Two-Sample
bolts Inference: Large
. Samples
Variable N Mean Median TrMean StDev SEMean
diam 3/8 78 4.250 4.230 4.238 1.300 0.147
Variable Min Max Q1 Q3
diam 3/8 1.634 7.327 3.389 5.075
Variable N Mean Median TrMean StDev SEMean
diam 1/2 88 7.140 7.113 7.150 1.680 0.179
Variable Min Max Q1 Q3
diam 1/2 2.450 11.343 5.965 B.447

> Let Sample 1 be the 1/2 in diameter bolts and Sample 2 be the 3/8 in
diameter bolts.

> Using a significance level of a = 0.01, find out if the 1/2 in bolts are
more than 2 kip stronger (in shear strength) than the 3/8 in bolts.

» Calculate and interpret the appropriate 99% confidence interval to
support the analysis.
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More on Inference

AnSWGrS anChor bOltS for Two-Sample
Data
> n = 88, np = 78. Will Landau
» X1 =7.14, xo = 4.25 S —
» 51 =168, 5 =13 'S”af:;;‘;ei ez
1. Ho:ipr—p2=2, Ha:pg —pp >2
2. a=0.01
3. The test statistic is:
X1 — Xo) — 2
K=t 72 2)522
T
» Assume:

> Hp is true.
» Sample 1 points are drawn from iid (u1,0%)

distributions.
» Sample 2 points are drawn from iid (u2, 03)

distributions.
» Samples 1 and 2 are independent.

» Then, K ~ N(0,1)

© Will Landau lowa State University

Apr 9, 2013



More on Inference

Answers: anchor bolts for T Sampe
Will Lad:jddll
4. The moment of truth: Toe-Semph
C(i-%2)—2)  (7.14—425) -2 S

s S B (1.68)2 |, (1.3)2 =384
m T 88 T 78
pvalue = P(Z > K)=1— P(Z < K)=1— P(Z < 3.84)

—1-9(3.84)~ 0

K

5. With a p-value ~ 0 < a = 0.01, we reject Hy in favor of
H.,.

6. There is overwhelming evidence that the 1/2 in anchor
bolts are more than 2 kip stronger in shear strength than
the 3/8 in bolts.
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More on Inference

AnSWGrS anChor bOltS for Two-Sample
Data
) X Will Landau
> | use a lower confidence interval for p; — po:
Two-Sample
Inference: Large
Samples
2 2
S S
-~ _ < 1 2
(X1 —X2) = z1-ay/ = + =, ©
n n

1682 132
— [ (7.14 — 4.25) — 200 - =
(( ) =290\ g5 T 75 OO)
— (2.89 — 2.33-0.232, )
= (2.35, )

» We're 99% confident that the true mean shear strength
of the 1/2 in anchor bolts is at least 2.35 kip more than
the true mean shear strength of the 3/8 in anchor bolts.
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More on Inference

O Utl I ne for Two-Sample

Data

Will Landau

Two-Sample
Inference: Small
samples

Two-Sample Inference: Small samples
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2 More on Inference

Sma” Samples and 0-2 ~ o for Two-Sample
1 2 Data
» If 02 ~ 02, then we can use the pooled sample Will Landau
variance,
—1 2 -1 2
2 — (m —1)st + (n2 —1)s5

Two-Sample

p n]_ + n2 — 2 Inference: Small

samples

> A test statistic to test Hp : 1 — o = # against some
alternative is:

X1 —Xo—#

1 1
Sp\/m T s

> K ~ tp4n,—2 assuming:
> Hy is true.
» The sample 1 points are iid N(u1,0?), the sample 2
points are iid N(u2,03), and the sample 1 points are
independent of the sample 2 points.

K
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2 More on Inference

Sma” Samples and O-% ~ 0-2 for Two-Sample

Data

Will Landau

» 1 — « confidence intervals (2-sided, 1-sided upper, and 1-sided lower,

respectively) for u1 — po under these assumptions are of the form: Two-Sample
Inference: Small

samples

. _ 1 1 1 1
(1 —X2) =ty 1-ap2spt/ — + —5 (1 —X2) + bty 1-a/2%) — + —
n ny n n
. _ 1 1
<—oo, (T —%2) + t, 1-aspy| — + >
n n
_ _ 1 1
<(X1 - XQ) —ty, 1—aSpy/ — + —, OO)
Voo o

where v = ny + np — 2.
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More on Inference

Example Sprlngs for Two-Sample

Data

» The data of W. Armstrong on spring lifetimes Will Landau
(appearing in the book by Cox and Oakes) not only
concern spring longevity at a 950 N/mm?2 stress level
but also longevity at a 900 N/mm2 stress level.

Two-Sample
Inference: Small

Spring Lifetimes under Two Different Levels of Stress samples
(10° cycles)

950 N/mm? Stress 900 N/mm? Stress

225,171, 198, 189,189 216,162, 153, 216, 225
135,162,135, 117,162 216,306, 225, 243, 189

> Let sample 1 be the 900 N/mm? stress group and
sample 2 be the 950 N/mm? stress group.

» X1 = 215.1, %> = 168.3.

> Let's do a hypothesis test to see if the sample 1 springs
lasted significantly longer than the sample 2 springs.
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More on Inference

First, since the samples are small, we need each sample to be roughly [EEEENEHNS

Data
normally distributed. Will Landau
L] &
B Two-Sample
Inference: Small
. samples
o 1OF ® P
= * 950 N/mm? data
=} L] ]
3 - ¢ 900 N/mm? data
=n ] o
'TE. L ]
=} D B .
=
2 .
=] -
'E‘ - o
8
“ 10k °
[ | 1 | 1
100 200 300

Life-length quantile (103 cycles)
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More on Inference

Example Sprlngs for Two-Sample

Data

Will Landau

1. Ho:pr—p2=0, Hy:pg—p2>0.
2. a=0.05
3. The test statistic is:

Two-Sample
Inference: Small

K — (Yl — Y2) -0 samples
1 1
P\ m T,

> Assume:
> Hp is true.
» The sample 1 spring lifetimes are iid N(u1, 07)
» The sample 2 spring lifetimes are iid N(u2, 03)
» The sample 1 spring lifetimes are independent of those
of sample 2.

» Under these assumptions,

K ~ tp4n—2 = tiot10—2 = tis.
> Reject Hp if K > tig, 1-a
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. More on Inference
Example Sprlngs for Two-Sample
Data

Will Landau

1 Two-Sample

. %q1)2
§ (Xl,l Xl) Inference: Small
i samples

51 =
m—1

1
= \/5(225 —215.1)2 + (171 — 215.1)2 + - - - 4 (162 — 215.1)2 = 42.9

5= \/ ! > (e, — %2)2

n—1

1
= \/5(225 —168.3)2 4 (171 — 168.3)2 + - -- + (162 — 168.3)2 = 33.1

(10 — 1)42.92 + (10 — 1)33.12 383
Sp = = .
i 10 +10 -2
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Example Sprlngs More on Inference

for Two-Sample
Data

Will Landau

4. The moment of truth:

X1 — Xo) — 215.1 — 168.3 —
K _ (Xl X2) 0 — 5 68 3 0 = 27 Two-Sample

1 1 1 1 Inference: Small
Sp \/ nil + niz 383 ' \/ 10 + 10 samples
t18, 1—a = t18, 1—0.05 = t18, 0.95
=173

5. With K = 2.7 > 1.73 = t1g .95, we reject Hp in favor of
H.,.
6. There is enough evidence to conclude that springs last

longer if subjected to 900 N/mm? of stress than if
subjected to 950 N/mm? of stress.
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More on Inference

Example Sprlngs for Two-Sample
Data

Will Landau

> A 95%, 2-sided confidence interval for the difference in lifetimes is:

L 1 1 - 1 1 Two-Sample
(X1 — X2) —t, 1—a/2504 — + —, (X1 — X2) +t,, 1—a/2504 — + — Inference: Small
ni n2 ni n2 samples

Using t, 1_a/2 = t18,1-0.05/2 = t18, 0.975 = 2.1:

/1 1 / 1
215.1 — 168.3) — 2.1-38.34/ — + —,(215.1 — 168.3) + 2.1 -38.3/ — + —
<( ) 10+10’( )+ 10+10

= (10.8,82.8)

> We are 95% confident that the springs subjected to 900 N/mm? of
stress last between 10.8 x 103 and 82.8 x 103 cycles longer than the

springs subjected to 950 N/mm? of stress.
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More on Inference

Your turn: stopping distances B ol

Data

Will Landau

» Suppose p1 and pp are true mean stopping distances (in

Two-Sample

meters) at 50 mph for cars of a certain type equipped Inference: Small

samples

with two different types of breaking systems.

» Suppose n1 = np = 6,x7 = 115.7, X = 129.3, 51 =
5.08,s, = 5.38.

» Use significance level 0.01 to test Hp : 1 — pp = —10
vs. Hy g — po < —10.

» Construct a 2-sided 99% confidence interval for the true
difference in stopping distances.
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More on Inference

Answers: stopping distances B ol

Data

Will Landau

1. Ho:pr—p2=0, Hy:pg — p2 < —10.

2. a=0.01
3. The test statistic is: Toe-Samk
Inference: Small
samples
X1 —Xx2) —(—10 :
k — (K1 —x2) — (-10)
1 1
o\ T
» Assume:

> Hp is true.

» The sample 1 stopping distances are iid N(u1,0%)

» The sample 2 stopping distances are iid N(u2,03)

> The sample 1 stopping distances are independent of
those of sample 2.

» Under these assumptions, K ~ tp,1n,—2 = te16—2 = tio.
> Reject Hp if K < tig, o
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More on Inference

Answers: stopping distances B ol
Data

Will Landau

> 51 = 5081 Sy = 538 Two-Sample
. Inference: Small
samples
o = (n1 — 1)512 + (n2 — 1)522
P n+n —2

(6 —1)(5.08)2 + (6 — 1)(5.38)2

o 64+6—2

=5.23

© Will Landau lowa State University Apr 9, 2013



Answers: stopping distances

The moment of truth:

g =x2)—(-10) 1157-1293410 . o
S/ m + 5.23. /1 +1
t10, 1—a = t10, 0.99 = —2.76

With K = —1.19 £ —2.76 = t109,0.99, We reject Hp in favor of
H..

There is not enough evidence to conclude that the stopping
distances of breaking system 1 are less than those of breaking
system 2 by over 10 m.

© Will Landau lowa State University
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More on Inference

Answers: stopping distances B ol
Data

Will Landau

> A 99%, 2-sided confidence interval for the difference in breaking
distances is:

Two-Sample
_ 1 1 . 1 1 Inference: Small
(xx —x2) — ty, 1—a/25 rTI + 727 (xx —x2) + ty, 1—a/25 rTI + :2 samples

Using t, 1-a/2 = t10,1-0.01/2 = t10, 0.995 = 3.17:

I 1 1 1
<(115.7 —129.3) = 3.17-5.23)/ = + £, (115.7 = 120.3) + 3.17 - 5.23 [ = + 6>

= (—23.17,—4.03)

> We are 99% confident that the true mean stopping distance of braking
system 1 is anywhere from 23.17 m to 4.03 m less than that of breaking

system 2.
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More on Inference

What If 0-]2_ # 0-57 for Two-Sample

Data

» If 02 # 03, the distribution of the test statistic has an WD e
approximate t distribution with degrees of freedom estimated
by the following special case of the Cochran-Satterthwaite
approximation for linear combinations of mean squares:

Two-Sample
Inference: Small

2 2\ 2
S + 5 samples
n ny

4

<)
Il

(m— 72 T D

> The test statistic for testing Hy : 11 — pio = # vs. some H, is:

X1 — X2 — #
s s
ny ny

K:

which has a t; distribution under the assumptions that:

» Hy is true.
» The sample 1 observations are iid N(u1,0%) and the
sample 2 observations are iid N(u2,03)
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What if 02 £ 027 e

Data

Will Landau

» Under these assumptions, the 1 — « confidence intervals for p1 — po

become: Two-Sample
Inference: Small
samples
2 2 2 2
S S S. S
1 2 - _ T 1 2
(A —=%2) —tp 1-asp\/ = + = (Xi —X2) +t5, 1-as2y/ = + =
ny ny ny no

(X1 —X2) —tp, 1-a/ — + =, ©

( , (X1 —X2) + 15, 1-a +i2
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Example: springs

> In the springs example, a% probably doesn't equal O’%
because s; = 57.9 and s, = 33.1.

More on Inference
for Two-Sample
Data

Will Landau

Two-Sample

Inference: Small

samples

» I'll redo the hypothesis test and the confidence interval

using:

s2 1 2?2 57.92 | 33.12 2
N ni ny 10 10 14.3
V= st 4 s 579 331t T
(m—-1)n? " (m—1)n3 (10-1)10° " (10-1)10°
© Will Landau lowa State University Apr 9, 2013




More on Inference

Example Sprlngs for Two-Sample

Data

Will Landau

1. Ho:p1—p2=0, Hy:py—p2>0.

2. a=0.05
3. The test statistic is: Toe-Samk
Inference: Small
— — samples
K — (X1 — X2) -0
2 2
S. S.
i+
1 n
> Assume:

> Hp is true.

» The sample 1 spring lifetimes are N(p1,0%)

» The sample 2 spring lifetimes are N(p2,03)

» The sample 1 spring lifetimes are independent of those
of sample 2.

» Under these assumptions, K ~ t; = t14.3.
> Reject Hy if K > t14.3, 1—a
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More on Inference

Example Sprlngs for Two-Sample

Data

Will Landau

4. The moment of truth:
X1 —X2)—0 2151 -168.3—-0
( 1 5 2) > = = 222 Two-Sample
Si S5 5792 3312 Inference: Small
A/ ni]_ + nig 10 —|— 10 samples
t14.3, 1—a = t14.3, 1-0.05 = t14.3, 0.95
= 1.76 (Take v = 14 if you're using the t table)

K —

5. With K =2.22 > 1.76 = t14.3,0.95, We reject Hp in favor
of H,.

6. There is still enough evidence to conclude that springs
last longer if subjected to 900 N/mm? of stress than if
subjected to 950 N/mm? of stress.
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. More on Inference
Example Sprlngs for Two-Sample
Data

> A 95%, 2-sided confidence interval for the difference in lifetimes is: Will Landau

. sf 522 . 1 1
(X1 —X2) — tp, 1—ay2 Pl (1 —X2) +t5, 1—a/2 .
1 2 1 2 Two-Sample

Inference: Small
samples

Using t5, 1-a/2 = t14.3, 1-0.05/2 = t14.3,0.075 = 2.14:

92 12
(215.1 — 168.3) — 2.14 - 1| 212 4 3%
10 10
57.92  33.12
(215.1 — 168.3) + 2.14 - +

10
= (1.67, 91.9)
> We are 95% confident that the springs subjected to 900 N/mm? of

stress last between 1.67 x 103 and 91.1 x 103 cycles longer than the
springs subjected to 950 N/mm? of stress.
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More on Inference

YOU r tU rn: fa brICS for Two-Sample

Data

Will Landau

» The void volume within a textile fabric affects comfort, flammability,
and insulation properties. Permeability (cm3/cm?/s) of a fabric refers

to the accessibility of void space to the flow of a gas or liquid. Two-Sample
. . . . . Infe : Small
> Consider the following data on two different types of plain-weave fabric: s:,irpelzze me

Fabric Type Sample Size Sample Mean Sample Standard Deviation

Cotton 10 51.71 19
Triacetate 10 136.14 3.59

> Let Sample 1 be the triacetate fabric and Sample 2 be the cotton fabric.

» Using oo = 0.05, attempt to verify the claim that triacetate fabrics are
more permeable than the cotton fabrics on average.

» Construct and interpret a two-sided 95% confidence interval for the true
difference in mean permeability.
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More on Inference

AnSWGrS fa bl’lCS for Two-Sample

Data

Will Landau

n = np = 10.

?1 - ]_36]_4, YQ - 5171 Two-Sample

Inference: Small

S1 = 3.59, Sy = 0.79. samples

ﬁ_i_ﬁ 2 3.502 |, 0.792)°
ny ny 10 10 9.87

st sy 350 079t 7
(m—1)n? + (n2—1)n2 (10-1)10° (10-1)10°

)
I
|

If you're using the t table, round down to v =9 to
avoid unneccessary false positives.
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More on Inference

AnSWGrS fa brlCS for Two-Sample

Data

Will Landau

1. Ho:p1—p2=0, Hy:py—p2>0.

2. a=0.05
3. The test statistic is: Toe-Samk
Inference: Small
— — samples
K — (X1 — X2) -0
2 2
S. S.
n1 + -
1 n
> Assume:

> Hp is true.

> The triacetate permeabilities are N(u1,07)

> The cotton permeabilities are N(p2,03)

> The triacetate permeabilities are independent of the
cotton permeabilities.

» Under these assumptions, K ~ t; = tg.g7.
> Reject Hy if K > to.87, 1—a
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More on Inference

AnSWG rs fa brlCS for Two-Sample

Data

Will Landau
4. The moment of truth:

(X1 —X2) -0  136.14 —51.71 — 0

K = = 7263 Two-Sample

2 2 '
51 S5 3. 592 4 0. 792 Inference: Small
samples

ny ny

t9.87, 1-a X t91-a = t9, 0.05 = 1.83

5. With K =72.63 > 1.83 = tg,0.95, We reject Hp in favor
of H,.

6. There is overwhelming evidence to conclude that the
triacetate fabrics are more permeable than the cotton
fabrics.

© Will Landau lowa State University Apr 9, 2013



More on Inference

AnSWGrS fa brlCS for Two-Sample

Data

Will Landau

> With t51_o/2 ~ to,0.075 = 2.26, a 95%, 2-sided confidence interval for
the difference in lifetimes is:

T W Sf 522 - _ T, S12 S 22 I-Ir—1\;ve(|>'_esr::r;: pISem Elll
(1 —X2) = t5, 1-ay2 " + P (1 —=%2)+ 15, 1-a/2 ™ + ™ —
3.592  0.792
(136.14 — 51.71) — 2.26 - ,
10 10
3.592 .792
(136.14 — 51.71) + 2.26 - + 010

= (81.80, 87.06)

> We are 95% confident that the permeability of the triacetate fabric
exceeds that of the cotton fabric by anywhere between 81.80
cm3/cm?/s and 87.06 cm®/cm?3/s.
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