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Polynomial Regression

I Simple linear regression: fit a line:

yi ≈ b0 + b1xi

I Polynomial regression: fit a polynomial:

yi ≈ b0 + b1xi + b2x
2
i + b3x

3
i + · · · + bp−1x

p−1
i

I The p coefficients b0, b1, . . . , bp−1 are estimated by
minimizing the loss function below using the least
squares principle:

S(b0, . . . , bp−1) =
n∑

i=1

(yi − (b0 + b1xi + · · · + bp−1x
p−1
i ))2

I In practice, we make a computer find the coefficients for
us. This class uses JMP 10, a statistical software tool.
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Example: fly ash cylinders
I A researcher studied the compressive strength of

concrete-like fly ash cylinders. The cylinders were made
with varying amounts of ammonium phosphate as an
additive.

I We want to investigate the relationship between the
amount ammonium phosphate added and compressive
strength.
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Simple linear regression fit: ŷi = 1498.4− .6381xi
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Quadratic fit: ŷi = 1242.9 + 382.7x − 76.7x2
i
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R2 = 86.7%

I The parabolic fit explained 86.7% of the variation in
compressive strength.

I Note: for polynomial regression (and later, multiple
regression) R2 does not equal the squared correlation
rxy between x and y .

I Instead, R2 = ryŷ :

ryŷ =

∑
(yi − y)(ŷi − ŷ i )√∑

(yi − y)2
√∑

(ŷi − ŷ i )
2
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Residuals for the quadratic fit have less of a pattern than those of

the linear fit.
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Cubic fit: ŷi = 1188 + 633x − 214x22 + 18.3x3
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R2 rose to 95.2%, and the residual plot improved.
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Multiple Regression

I Multiple Regression: regression on multiple variables:

yi ≈ b0 + b1xi ,1 + b2xi ,2 + b3xi ,3 + · · · + bp−1xi ,p−1

I The p coefficients b0, b1, . . . , bp−1 are estimated by
minimizing the loss function below using the least
squares principle:

S(b0, . . . , bp) =
n∑

i=1

(yi − (b0 + b1xi,1 + · · · + bp−1xi,p−1))2

I In practice, we make a computer find the coefficients for
us. This class uses JMP 10.
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Example: New York rivers data

I Nitrogen content is a measure of river pollution.

I I will fit each of:

ŷi = b0 + b1xi ,1

ŷi = b0 + b1xi ,1 + b2xi ,2 + b3xi ,3 + b4xi ,4

and evaluate fit quality.
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ŷi = b0 + b1xi ,1: pollution vs. agricultural land.

I It looks like the data could be roughly linear, although
there are too few points to be sure.
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ŷi = b0 + b1xi ,1: pollution vs. agricultural land.
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Conclusions: ŷi = b0 + b1xi ,1

I A low R2 means the model isn’t very useful for
predicting the pollution of other New York rivers outside
our dataset.

I However, the lack of a pattern in the residual plot
shows that the model is valid.

I The residuals depart from a bell shape slightly, but not
enough to interfere with statistical inference.
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ŷi = b0 + b1xi ,1 + b2xi ,2 + b3xi ,3 + b4xi ,4
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Full model: observed pollution values vs fitted
values
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Full model: residual plots
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Conclusions: full model

I A higher R2 indicates that the full model is more useful
for predicting river pollution than the agriculture-only
model.

I The residual plots show that the full model is valid too.
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An even bigger model

I From the scatterplot of y on x4, it looks like x4 needs at least
a quadratic term.

I I can fit the model:

ŷi = b0 + b1xi,1 + b2xi,2 + b3xi,3 + b4xi,4 + cx2i,4

which is a combination of polynomial regression and multiple
regression.
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The JMP Spreadsheet
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R2 improves
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The model looks valid: no pattern in the residuals
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The model can be used for statistical inference: the residuals look

normally distributed.
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